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Overview

• Introduction & Demonstration

• Challenges when leveraging LLMs for table reasoning

• Framework of Tab4LLM (e.g., table sampling, table augmentation, 
table packing & serialization)

• Experiment Results & Findings
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Introduction & Demonstration

Which part of a table should be 
kept in the prompt?

What additional/external knowledge could help LLMs better 
understand a table? (e.g., Wikipedia, metadata, statistics, etc.)

How to leverage LLMs to solve table 
reasoning tasks?
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Which part of a table should be 

kept in the prompt?

• Table Sampling: Decompose a large table T into a sub-table T’ 
with specific rows and columns
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Framework of TAP4LLM
What additional/external knowledge could 

help LLMs better understand a table

• Table Augmentation: Incorporate relevant external knowledge, 
metadata, and attributes about the original table T explicitly.
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Framework of TAP4LLM

Table Packing & Serialization: convert table(s) into various 
formats suitable for LLMs’ understanding while control the 
token allocation for table sampling and augmentation.

How to encode the table into a prompt, balancing table 
augmentation and table sampling?
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Trade-off between Table Sampling & Augmentation

• Table augmentation prevents LLMs from partially understanding table(s) after 
table sampling, which may remove essential rows/columns. 

• It leverages the summarization, statistics, and metadata derived from the entire 
table to compromise the trade-off and reduce information loss.

A balanced token distribution between the table and 
augmentation (approximately 5:5 or 4:6, referred to as the 
balanced T:A ratio)



Experiment Results & Findings

• Table sampling: Focusing on key rows/columns can improve LLMs’ 
comprehension of tables



Experiment Results & Findings

• Integrating metadata or statistics features of tables can consistently reduce 
factual inaccuracies in LLMs and improve overall reasoning performance

• Explaining unusual terms in table(s) or adding supplemental relevant web pages 
as the references could further enhance LLMs' understanding of table(s)



Ablation Study

• All components of TAP4LLM contribute to its performance, with table sampling 
and augmentation being particularly critical.



Larger Table Analysis

• For smaller table(s), table augmentation typically yields better results, while for 
larger tables, sampling performs better. This aligns well with human intuition and 
our understanding of information entropy. 



Broader Application & Plugin Module

• Table manager acts as in intermediary, managing the data that is either stored locally in a 
cache or accessed through a database connection.

• Table sync is crucial for “interactive table reasoning” and for maintaining data integrity.
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Conclusion

• TAP4LLM (Table Provider for LLM) is a powerful toolkit designed to 
enhance the interaction between LLMs and structured table data.

• It provides optimized prompt designs and robust functionalities to 
ensure high-quality outputs when LLMs process table-related inputs.

• It enables high flexibility and can serve as a plugin module for various 
table reasoning pipelines.
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