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Introduction & Demonstration

Framework

Challenges when leveraging LLMs for table reasoning
• Which part of a table should be kept in the prompt?
• What additional/external knowledge could help LLMs better understand a table?
• How to encode the table into a prompt, balancing table augmentation and table sampling?

• Table sampling: decompose a large table into a sub-table with specific rows and columns
• Table augmentation: incorporate relevant external knowledge, metadata, and attributes about the 

original table explicitly
• Table packing: convert table(s) into various formats suitable for LLMs’ understanding while control the 

token allocation for table sampling and augmentation

Table augmentation prevents LLMs from partially understanding table(s) after table sampling, which may 
remove essential rows/columns. It leverages the summarization, statistics, and metadata derived from 
the entire table to compromise the trade-off and reduce information loss.

Experiment Results & Findings

• Focusing on key rows/columns can improve LLMs’ comprehension of tables
• Integrating metadata or statistics features of tables can consistently reduce 

factual inaccuracies in LLMs and improve overall reasoning performance
• Explaining unusual terms in table(s) or adding supplemental relevant web 

pages as the references could further enhance LLMs' understanding of table(s)

Trade-off between Table Sampling & Augmentation

• A balanced token distribution between the table and augmentation (approximately 5:5 or 4:6, referred 
to as the balanced T:A ratio) generally achieves the best performance across all five datasets. 

• For smaller table(s), table augmentation typically yields better results, while for larger tables, sampling 
performs better. This aligns well with human intuition and our understanding of information entropy. It is 
generally recommended to consider both approaches together to balance the trade-off.
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